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1 Paper Summary

The paper, titled “BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding” was
published to the 2019 Conference of the North American Chapter of the Association for Computational Lin-
guistics (NAACL) by Jacob Devlin, Ming-Wei Chang, Kenton Lee and Kristina Toutanova of the Google AI
Language team.

The paper primarily builds upon the architecture introduced in the preceding transformers paper (Vaswani
et al., 2017), taking the transformer encoder architecture and performing pre-training on large, unlabelled cor-
pora1 in an unsupervised manner to learn language representations. The paper proposes two versions of the
BERT model: BERTBase and BERTLarge, containing 12 and 24 transformer blocks respectively. The two
pre-training tasks introduced in this paper are Masked Language Modelling (MLM) and Next Sentence Predic-
tion (NSP), both of which remain relevant to pre-training large language models as of the time of writing.

MLM is described in the paper as a pre-training task that “masks” 15% of token during training, these
masked tokens are replaced 80% of the time with a special [MASK] token, 10% of the time with a random dif-
ferent word and 10% of the time is replaced with the original token. The intuition being that a model, in order
to understand language, and thus produce high quality representations, should be able to distinguish whether a
given word should be present in the sentence, and where it should occur. NSP, or binarised NSP introduced in
this paper presents the model with a pair of sentences at training time separated by a special [SEP] token, and
tasks the model with predicting whether the second sentence/segment is likely to be one that follows the first.
This intuitively forces the model to learn the semantic information contained within the respective sentences to
gain, to some degree, understanding of the semantic relation between the two sentences.

Classification in each pre-training task is performed by added task-specific parameters at training time that are
not carried over to fine-tuning. These classifier layers take the computed token representations for each token
and maps to the required output dimensions (i.e. nvocab in MLM, 2 in NSP). In the case of sentence-level clas-
sification, the paper introduces a special [CLS] token, that is prepended to the beginning of the sentence, and
whose token embedding forms a sentence-level representation as the nature of the scaled-dot-product attention
mechanism introduced in (Vaswani et al., 2017) and used in this paper computes a token’s representation with
respect to the representation of every other token in the same sentence.

The paper utilises the pre-train then fine-tune paradigm that has become ubiquitous in NLP with regards
to the uses of large, pre-trained language models (PLMs) in the years since. The model would be pre-trained
in an unsupervised manner on vast amounts of data and then fine-tuned (Sun et al., 2019) with a much lower
learning rate on a smaller amount of task-specific data. This approach has seen significant improvements in
state-of-the-art across many tasks within the field, but have also seen a shift towards models of such size and
trained on so much data as to be infeasible for individuals to attempt. For reference, the larger of the two
BERT models proposed in this paper contained 350M parameters, whereas the largest GPT3 model contains
175B parameters Brown et al. (2020).

Nevertheless, the unsupervised pre-training of language representations has allowed for great improvements
in the encoding of semantic information into sentence embeddings (Mikolov et al., 2013). An area in which this
has been pivotal is multilingual NLP, where the alignment of high-quality sentence embeddings Ruder et al.
(2019) has significant potential for transfer learning between high-resource to low-resource languages (Gritta
and Iacobacci, 2021; Gritta et al., 2022), greatly reducing the digital divide in languages (Hu et al., 2020).
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1.1 Benchmarks and evaluation

The paper evaluates its approach using 3 popular benchmarks around the time: GLUE (Wang et al., 2018),
SQuAD (Rajpurkar et al., 2016) and SWAG (Zellers et al., 2018).

GLUE The General Language Understanding Evaluation benchmark is composed of 8 tasks across sentence
classification, paraphrase detection and natural language inference. For the purpose of direct comparison with
OpenAI GPT (Radford et al., 2018), this paper foregoes evaluation on a task (Winograd NLI) from GLUE that
has historically been shown to be problematic. Both versions of the BERT model improves significantly over
the SOTA set by OpenAI GPT at the time (+4.5% and +7.0% respectively). GLUE has since been replaced
by SuperGLUE (Wang et al., 2019), a harder, more comprehensive benchmark since 2019.

SQuAD The Stanford Question Answering Dataset is composed of crowd-sourced question/answer pairs,
whereby given a question and a passage, the model must derive the answer from the given passage. The best-
performing BERT setup outperforms previous SOTA on SQuADv1.1 by +2.7F1, and the best performing BERT
setup outperforms previous SOTA by +5.1F1 on the more difficult SQuADv2.0 dataset. It is noted in the paper,
however, that the SQuADv1.1 dataset may not be a fair evaluation of QA capabilities, as SOTA figures from
BERT has outperformed human-evaluation by +2.0F1.

SWAG Situations With Adversarial Generations is a benchmark for evaluating grounded common-sense in-
ference. Given a sentence and a set of possible followups, the model is tasked with selecting the most likely
sentence to follow. The large BERT model outperforms previous SOTA by +8.3%

Since the publication of BERT, the three reported benchmarks have all been replaced with more difficult
tasks, as the reported SOTA figures have significantly closed the gap, and in some cases, surpassed human
evaluation. It can be observed that almost all models at the top of the updated benchmarks are BERT-based
models such as RoBERTa (Liu et al., 2019), and DeBERTa (He et al., 2020).

To summarise, the paper presented a transformer encoder model pre-trained in an unsupervised manner and
demonstrated the effectiveness of representation learning in the pre-train-then-fine-tune setup that has become
increasingly adopted in Natural Language Processing today. In the process significantly improving state-of-
the-art performance in multiple benchmarks including Natural Language Inference, Question Answering and
Named-Entity Recognition. The paper then provided extensive ablations over its setup, further justifying their
design choices.

2 Discussion and Reflection

As part of the group discussion following the presentation, several points were discussed over the paper and the
presentation.

2.1 Comparison to OpenAI GPT

The paper compared the BERT models’ performance on many benchmarks against OpenAI GPT (Radford
et al., 2018), which was the best-performing transformer-based pre-trained language model at that time, and
had also outperformed many of the previous non-transformer SOTA scores on various benchmarks. Whilst both
models shared similarities, it must be considered that GPT is a decoder-only model, which does not explicitly
train to produce language presentation, but rather to minimise the language modelling loss or to produce quality
textual responses. Additionally, it was not mentioned in the main body of the paper that GPT is pre-trained
on significantly less data than BERT (800M vs. 3300M), it would have been a far more accurate comparison
of a transformer encoder-only model (BERT) and decoder-only model (GPT) if the paper has shown ablation
experiments using a BERT model that has only been pre-trained on BookCorpus, the same dataset as GPT.

2.2 Biased Data in Pre-training

It was pointed out during the discussion that due to pre-trained language models learning language structure
from unlabelled data, biases present in the training data can be learned into the model. This can be unsuitable
for healthcare applications, especially if the downstream task of the language model is sensitive in nature.
We note that debiasing language models is an active area of research (Zhou et al., 2021; Meade et al., 2022),
with many methods aimed at reducing bias in pre-trained encoder language models. For example: manually
sanitising the pre-training data, enforcing de-biasing objectives concurrently to downstream tasks etc. Due to
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the variety in active methods and the variety of metrics in measuring language model bias, it is difficult to report
definitively the appropriate method that should be undertaken to ensure that bias inherent in pre-training has
minimal impact in downstream tasks. This is nonetheless an incredibly exciting area of research, and it remains
to be seen what directions it may take in the coming years.

2.3 Choice of Metrics

It was noted that both accuracy and F1 were used at different points in the paper, it was discussed whether
this is symptomatic of cherry-picking results. We note that accuracy is commonly used across the field as the
sentence classification metric and F1 likewise the metric for token-level tasks such as named-entity recognition,
part-of-speech-tagging etc. The metrics used in the paper are also established benchmarks, as such it is very
likely that the paper is simply using metrics that were most commonly used in previous works (Radford et al.,
2018) to allow of direct comparisons.

2.4 Healthcare Applications

A question was raised during regarding the healthcare applications of BERT. Due to the pre-training tasks
selected, BERT has a good level of performance on QA and paraphrase tasks that significantly improved
upon previous SOTA, which can be used to aid clinical decision-making by fact-extraction and summarising
large bodies of text. BERT’s performance in aiding natural language understanding (NLU), also allows for
applications in mental health support (Ji et al., 2021) and conversational agents for digital psychotherapy
(Alazraki et al., 2021). Dialogue agents benefit from applications of BERT (or BERT-based models) in NLU
by improving understanding of user utterances to provide more appropriate responses, thus improving user
experience.

2.5 Bidirectionality of BERT

It was pointed out that the bidirectionality of BERT was not elaborated upon much in the presentation itself,
despite being part of the name of the paper and its key contribution. It is noted that the transformer encoder
architecture already computes attention over all tokens. The BERT paper however does extensive ablations
over performance impact of bidirectionality, including comparing results to OpenAI GPT (Radford et al., 2018,
2019) and their own implementation of unidirectional models.

2.6 Presentation Quirks

Cohort feedback at the end of the presentation reported several points of improvements that should be considered
in future presentations of this nature. It was reflected that the speaker was speaking at a pace that was considered
by some to be difficult to keep up with, the speaker should be more aware of pacing of the presentation moving
forward. Another issue raised was the abundance of text and tables in sections presenting the benchmark scores
from the paper. The table captions were lifted verbatim from the paper in order to explain what each table
was showing, it was reflected that this actually made the tables harder to interpret in the presentation, as the
actual numbers were much smaller as a consequence, and a majority of cohort members were unfamiliar with the
benchmarks used. It was suggested for the presenter to focus more on highlighting the important contributions
from the paper within the tables, and to avoid over-cluttering slides of this nature in the future. Additionally,
it was raised that the references show in most of the slides are in author-year format, instead of in full. We
note that the references are show in full in the bibliography section, and the author-year format is a quirk of
the slides being made in latex. Nonetheless this will be improved upon in future presentations.

3 Summary

The presented paper by (Devlin et al., 2018) introduced methods that have since become widely used in many
application across Natural Language Processing today, significantly improving the state-of-the-art in many
popular NLP benchmarks in areas including NLI, QA, NER etc. The paper provides extensive ablations over
their methodology, contributing to the widespread adoption of many of their methods in current literature.
The presentation largely succeeded in conveying the key contributions of the paper to an audience with varying
amounts of prior NLP knowledge, as well as offering an insight into the impact of the paper on current research.
Nevertheless, areas of improvement were identified by the audience that could be improved upon in future
presentations.
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