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2 Paper Summary

2.1 Overview

In this Perspective article, Cynthia Rudin argues that using black box models and explaining their
functionality after the fact is insufficient for high-stakes decision-making and instead advocates in
favour of the use of interpretable machine learning despite their drawbacks [1]. Rudin’s argument is
built on the premise that post hoc explanations are inherently flawed, lacking detail and can complicate
decisions. Despite this, black box models are more pervasive due to a wider belief that these models
are inherently more accurate and better at distinguishing data patterns than interpretable models.
The article challenges this belief and highlights examples of how to overcome issues with interptable
models that prevent their wider adoption. The article covers a range of topics such as domain-specific
definitions of ‘interpretability’, computationally hard problems and how comporations are incentivesed
to utilise black boxes. Furthermore, potential regulation is considered that could improve the safety of
systems used in high-stakes decisions. This section presents each argument Rudin makes as a summary
of the ideas and examples used.

Accuracy vs Interpretability

Figure 1: Trade-off representation
adapted from a DARPA report [1, 2]

Rudin claims that it is a pervasive ‘myth’ that there is always a trade-
off between how accurate a model is and how interpretable a model is.
To illustrate this, Rudin examines figure 1 adapted from an explainable
AI report by the American defence and research organisation DARPA
[2]. The graph shows a clear trend, as the effectiveness of explana-
tions increases, the performance of the model decreases. However,
no experiments were conducted to generate this graph. Quantifying
the effectiveness of explanations is domain-specific and will change
depending on the types of explanations provided and the intended
audience. Additionally, this assumes a static data set, which is not
the case in reality where data refinement techniques can lead to per-
formance improvements and this can be more easily facilitated by an
interpretable model. Furthermore, choosing which algorithms to use for such an experiment is arbitrary
and could lead to a very different-looking graph.
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Rudin makes a strong counter-claim that no trade-off exists at all when using structured data with
meaningful features. An example of work that Rudin conducted on predicting New York City electrical
grid failures is highlighted. With this data, black box models offered very little in terms of improved
performance compared to being able to refine the data set, which is better supported by transparent
models.

A consequence of this belief that black box models are required for accurate performance is that
academics are taught these techniques and develop tools that do not support interpretable models.
One can see how this leads to further performance gains with black box models as a result of their
popularity, thus perpetuating the belief of this trade-off further as shown in figure 2.

The belief in accuracy vs interpretability pervails

Academics are

trained in

black box models

Results show

black box models

performs well

New tools

to support

black box models

Figure 2: Accuracy-Interpretability Belief Cycle

Unfaithful Explanations

By Rudin’s logic, post hoc explanations are not 100% faithful to the original model because if they
were, the explanation model would be capable of making predictions indistinguishable from the black
box model. The black box model would therefore be redundant as we have an interpretable model
capable of doing the job. As a result, post hoc explanations must be approximations or ‘summary
statistics’ of what the model is doing. Error can exist in this approximation and any possible errors in
the explanation undermine trust in all explanations and in the original model.

Furthermore, explanations might rely on different features compared to the underlying model. The
explanation model is therefore not necessarily explaining what the black box model is doing but rather
trying to search for trends of the model and the data. Explanations like this are therefore ill-conceived
for high-stakes decisions. The COMPAS (Correctional Offender Management Profiling for Alternative
Sanction) model is used in the US criminal justice system to predict the risk of re-offenses. This is a
black box model due to being proprietary. Models in this domain can utilise features that correlate with
an offender’s race but may not rely on race itself. As a result, ProPublica accused COMPAS of racial
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Figure 3: Saliency Maps [1]

bias with no evidence to suggest that it uses race as a feature [3]. Rudin argues that the terminology of
‘explanation’ should not apply - ProPublica for instance did not create an ‘explanation’ of COMPAS
but instead identified a ‘trend’ with the predictions and the data.

Explanations lacking detail

Showcasing the example of saliency maps, Rudin identifies how some explanations lack the detail
necessary for understanding what a model is doing. Saliency maps highlight which regions of an image
are most important when used with a CNN. However, they do not explain what the CNN is doing with
this region of an image. This is emphasised by the fact that similar saliency maps can be generated for
both correct and incorrect classifications, as shown in figure 3. Yet often, only explanations for correct
classifications are shown which can create a false sense of trust in these explanations.

Errors and troubleshooting

Errors can occur with prediction models. With black box models, it becomes far more difficult to
troubleshoot as we cannot interpret what the model is doing to lead to these errors. Circumstances in
which the input data has errors lead to further confusion. Explanation models attempt to explain what
the black box model is doing and utilise the input data, so often any errors will permeate through the
explanations. As a result, there are now two models to troubleshoot with no clear path to do so.

Corporate incentives

Rudin goes on to argue that the reason that interpretable models do not have widespread adoption like
black box models is that corporations are incentivised to keep their methods hidden. If a model is made
public, or a competitor can figure out how a model operates, that will harm the profits that can be
made by the model creators. Keeping a model proprietary also allows companies to make claims that
are difficult to verify such as by making their model needlessly complex to appear more competitive.
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Figure 4: COMPAS vs CORELS [1]

The CORELS (Certifiably Optimal Rule Lists) machine learning algorithm can generate if-else rules
based on data patterns. Applied to the domain of predicting criminal risk, 3 if-else rules relying solely
on age, gender and criminal history can be generated that have similar accuracy to the COMPAS
algorithm which relies on more than 130 features [4]. COMPAS is a proprietary algorithm, incentivised
to be kept hidden from the public in order to charge its software license.

Other examples such as BreezoMeter, an ML tool that incorrectly predicted the safety of air pollution
near California wildfires [5] and an example CNN used with X-ray images that relied on an area of
the image tagged with the word ‘portable’ [6] are given. Both of these black box approaches highlight
how issues with the models can go unnoticed and be dangerous to individuals. Transparent models
would allow these issues to be detected and rectified and make it easier for those using the models to
make decisions. However, companies that create these models do not directly suffer the consequences
of incorrect predictions.

Figure 5: Counterfactual explanation [7]

Rudin considers the argument that should transparent mod-
els be used, they could be gamed. She counters this by argu-
ing that transparency would allow those using the models
to know what they need to do to change their outcome,
which in many contexts such as loan applications or prod-
uct ratings, could be incredibly useful. Counterfactual ex-
planations can be used to alert people to what they need
to do to change their outcome with black box models but
Rudin claims that these are often insufficient because they
compute the ‘minimal’ change necessary for a change in out-
come without considering what ‘minimal’ means to the per-
son it affects or the incentives of the company providing
such an explanation. For example, consider an individual

whose loan application has been rejected and they are told they need to have 1 more year of credit
history and increase their income by $5000 as in Figure 5. This change might be infeasible for the
individual and an easier change might be for them to wait 2 years. However, this may not be computed
as the counterfactual nor would the company be incentivised to give this explanation if it increases
their exposure.
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Black Box models can uniquely uncover ‘hidden patterns’

Rudin claims that interpretable models have the potential to reveal the same ‘hidden patterns’ that
black box models can utilise but that there is greater difficulty in doing so. As a result, this leads to a
belief that this ability is unique to black box models.

Significant effort to construct

Rudin recognises that there are challenges with the construction of interpretable models due to the
specific tasks and contexts these models are to be deployed and the algorithmic challenges that need
to be overcome.

Rudin identifies that creating optimal interpretable models such as logical models or scoring systems
is a computationally hard problem. For such optimal logical models for instance, we do not just want
to minimise the number of misclassifications but also the size of the model - there is no point using a
model with 100 if-else rules when 3 will suffice. However, creating such a model requires solving the
following optimisation problem [1]:

min
f∈F

(
1

n

n∑
i=1

1[training observation i is misclassified byf ] + λ× size(f)

)
where n is the number of training observations, F is a family of logical models and λ is the classification
error allowed if we were to reduce the model size by 1 unit. This is a computationally hard problem.
Despite this, CORELS is able to overcome these challenges by using techniques that minimise the
search space and traverse the search space faster. This example highlights how despite the existence of
computational challenges, in certain contexts, with the work put in, they can be overcome.

Because interpretability cannot be easily quantified and the usefulness of an explanation changes de-
pending on the task and the audience, creating interpretable models can be more challenging than
creating black box models. Despite this, Rudin showcases their work on creating interpretable com-
puter vision models that reason in a similar way to humans do: by identifying sections of an image
that look like reference or ‘prototype’ images, i.e. ‘this looks like that’ [8]. An example of this can
be seen in figure 6. The model utilises common CNNs architectures with an added prototype layer,
creating a PropNet, that learns during training similarities between sections of images. During test
time, the CNN identifies which section of the input image looks like learned prototypes and then uses
the prototypes to classify the image.

Governance

GDPR covers a ‘right to an explanation’ [9] for individuals when automated processing is used. Rudin
states that no guidance as to the quality of the explanation is provided so post hoc explanations,
despite the flaws Rudin previously identified, could be sufficient under GDPR. To overcome this Rudin
proposes two possible mandates to either enforce the creation of interpretable models by companies
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Figure 6: This looks like that model [1, 8]

when an equivalently performing interpretable model exists or failing that, enforce greater transparency
in the reporting of the performance of black box models and equivalent interpretable models such that
individuals can make more informed decisions about which model they should use.

Existance of interpretable models in many domains

The last argument that Rudin makes is about the existence of interpretable models in many domains.
The idea behind this argument is based on the concept of Rashomon sets - sets of models with similar
levels of performance for a given task. Rudin argues that for many tasks, one can expect the Rashomon
set to be reasonably large, given that for instance we could train multiple neural networks with varying
initial parameters on the same training data and have multiple different models each with similar
performance. If a Rashomon set is sufficiently large enough, then surely at least one of the models in
the set will be an interpretable model.

3 Discussion and Critique

This section discusses each point raised, critiquing both the presentation and content of each argument.

Accuracy vs Interpretability

Whilst it is accurate to claim that there is a belief that black box models are generally more accurate
than interpretable ones, to claim that such a trade-off does not exist leads Rudin to fall into the same
fallacy she accuses the other side of, a lack of evidence. There is no evidence to suggest that black box
models always have better performance than interpretable models but, similarly, there is no evidence
to say that this is not true either. The examples that Rudin uses to illustrate her point are not strong
enough to counter the existence of such a trade-off, as it could be possible to find an example where, on
the same data set, a black box model performs better than an interpretable one. These examples are
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anecdotal and illustrate her point without supporting it. Despite this, I do not disagree with Rudin’s
intent, but the presentation of the argument needs to be consistent with the points made.

Unfaithful Explanations

The argument Rudin presents against post hoc explanations clearly shows that the terminology used can
be misleading due to the unfaithfulness of explanations that we should not trust. A counterargument
that Rudin does not explore is if there exists an acceptable level of failure in the explanations. We
already accept that models will not have 100% accuracy in practice, and so we set thresholds determining
when a model has acceptable performance for its use case and domain. If we are therefore willing to
accept error by the classification of a model (whether it is interpretable or not), are we willing to accept
a level of error in the explanation?

One argument favouring interpretable models is that if we choose to reject the explanation, we reject
the prediction itself. Whereas with error in post hoc explanations of black box models, if we choose to
reject the explanation, that does not directly determine if the underlying prediction should be accepted
or not. So it is possible there is not an acceptable level of error in explanations and this would be an
interesting concept to explore further.

Explanations lacking detail

Whilst saliency maps illustrate the point made quite well, Rudin fails to identify other explanation
models that lack details, again only using anecdotal evidence. One issue with the argument put forward
is that it fails to recognise that saliency maps can be used in conjunction with other methods of
explaining CNNs such as occlusion tests or deconvolutional neural networks which can be used to
figure out how the model behaves with areas of the image covered or which shapes are most important
to name a few [10]. Combinations of explanations mean that whilst one explanation may lack detail on
its own, it can be supplemented by others.

Errors and troubleshooting

The argument Rudin presents here makes logical sense, but no examples or quantifiable evidence is
provided to further illustrate or support their point. Additionally, one could argue that post hoc
explanations can help with troubleshooting, even if they contain errors, as for known data points we
have an expectation of what the explanation should look like.

Corporate incentives

Rudin’s argument about corporate incentives fails to recognise that interpretable models could be
beneficial to companies. Due to the domain-specific design required for interpretable models, companies
can operate as a service where they provide custom-designed interpretable models from data provided
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by their clients. This works by the fact that no one-size-fits-all interpretable model has been found and
even if it had been, a certain level of technical expertise would still allow companies to offer competitive
services. Furthermore, offering interpretability can provide a competitive edge for models which can
be a unique selling point for a company, especially given the issues Rudin has already highlighted with
black box models and post hoc explanations. The argument that Rudin makes is very applicable at the
current time and with the current incentives of modern companies, but an acknowledgement of possible
incentives of companies in the future can show how to overcome the problems identified.

Rudin also states that ‘gaming’ black box models would generally be better to allow individuals to
know what to do to change their outcome but there are some contexts in which transparency may be
dangerous as it could allow for technology to fall into the wrong hands. This would be particularly
prevalent in the context of military applications.

Additionally, whilst counterfactuals do suffer from the issues Rudin highlights, research to address
these problems is in progress, looking at feasible and actionable counterfactuals [11]. Therefore, it
seems amiss to discount counterfactuals altogether.

Black Box models can uniquely uncover ‘hidden patterns’

Rudin’s argument lacks evidence or examples to showcase interpretable models having the same ability
as neural networks to identify and use hidden patterns in the data. Creating an example in the general
case would be incredibly difficult, but highlighting specific instances where interpretable models have
been shown to do this would emphasise her point better.

Significant effort to construct

Rudin highlights a few of the key challenges that make the construction of interpretable models incred-
ibly difficult and showcases some clear examples that can overcome these challenges. This section of
the paper offers the strongest case in favour of the use of interpretable models beyond just highlighting
issues with post hoc explanations; it showcases what interpretable models offer instead.

The ‘this looks like that’ model is a very interesting concept showcasing how black box models such
as deep learning can be leveraged to process data and identify patterns but that the reasoning system
used can be easily understood and mimic human behaviour. Novel ideas such as this provide context
around how challenges with the construction of interpretable models can be overcome.

Governance

Four years on from the publication of this Perspective article, society and governments are still figuring
out how best to regulate the use of AI. This has become a particularly pressing matter given the
prevalence of generative AI models that can now be easily accessed such as ChatGPT and Midjourney.
Despite this, recent declarations and orders by governments aiming to regulate AI still fail to adequately
propose concrete regulations that will reduce the risk of black box models. A recent presential Executive
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Order by Joe Biden does not mention explanations, interpretability or transparency [12]. It does
highlight the need for ‘safe, secure and trustworthy AI’. But no definition of ‘trustworthy’ in the
context of AI is provided - only that the National Institute of Standards and Technology will be
creating standards for this. Days later at the AI Safety Summit in Bletchley Part, more than 20
nations agreed to the Bletchley Declaration. This non-binding declaration recognises the risks of AI
and the need for better regulation and international cooperation but no actual regulation is put forward.
Explainability is only mentioned once among a list of many concerns that need to be addressed. ‘we
welcome relevant international efforts to examine and address the potential impact of AI systems ...
and the recognition that the protection of human rights, transparency and explainability, fairness,
accountability, regulation, safety, appropriate human oversight, ethics, bias mitigation, privacy and
data protection needs to be addressed.’ [13]. Rudin has highlighted a key issue and workshopped two
possible solutions to mitigate AI risk, something governments are still in the process of addressing.

Existance of interpretable models in many domains

Whilst this argument makes logical sense, it relies heavily on the assumption that a sufficiently large
Rashomon set does exist for a given task and even if it does, that it does contain an interpretable
model. I think a better argument to be made here would be that if a domain exists in which a black
box model can be applied, then an interpretable model can also be applied, given that for instance a
decision tree is a universal approximator in the same way that a neural network is.

4 Summary

Overall Rudin highlights how challenges with explainable ML make it inadequate to be used for high-
stakes decision-making such as in the criminal justice system or healthcare. She argues that explanations
are in fact ‘summary statistics’ that can be unfaithful, make no sense and are difficult to troubleshoot
and that as there is no difference in the performance of black box models to interpretable models,
they should not be used. Instead, despite corporate incentives to make black box models and the
difficulties in the construction of interpretable models, Rudin advocates for the use of interpretable
models, showing that these challenges can be overcome and are worth it. Whilst Rudin’s argument
can at times lack sufficient evidence or valid examples to highlight the points made and does not often
consider counterarguments, the perspective that Rudin presents is incredibly poignant given the risks
associated with the use of AI in high stake decisions.
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